**Chapter 3**

**Conception and Implementation**

**3.1Introduction**

The chapter describes the models' design and implementation for SQL injection detection. Different architectures evaluated in our work include the traditional machine learning, deep learning, and transformer-based approaches. The rationale behind this approach is to assess and compare the models' performances on the same dataset in order to find the one most suitable for accurately detecting SQL injection attempts. The next sections describe the dataset employed, as well as the preprocessing done on it, followed by the design for each of the models and the evaluation strategy considered for training and testing.

**3.2. Dataset**

To train a effective deep learning modelsuccessfuly, we need to make sure the dataset is properly chosen. For our project, we needed a dataset that includes samples classified into two categories: queries containing SQL injection and those that do not.Using this dataset, the trained model will be able to detect whether a query is a SQL injection or a normal query.

 We found a collection of "SQL Injection Datasets" on Kaggle. Among these datasets, we discovered a collection of datasets that put togetherby a person named " Syed Saqlain Hussain Shah" and it contain three (3) datasets.

**SQLi.csv** contains 3951 samples with 78% classified as normal queries and 28% as malicious queries.

**SQLiV2.csv** contains 33726 samples with 66% classified as normal queries and 34% as malicious queries.

**SQLiV3.csv** contains 30873 samples with 62% classified as normal queries and 37% as malicious queries and 1% as other.

After training and testing multiple machine learning and deep learning models on the three datasets, we found SQLIV3.CSV to be the most suitable dataset for our project Models trained on this dataset were better able to detect SQL injection attacks and benign queries.Compared to other datasets, SQLIV3.csv consisyently led to a higher accuracy and better generalization across different models, making it the optimal choice for our final implementation.

Before training the models, the SQLIV3.csv dataset needs to be preprocessed as follows:

-We found two trailing commas (,,) at the end of all the lines in the CSV file and removed these unnecessary characters using a Python script.

- Filters the rows to keep only those that contain exactly 2 columns and removes empty rows.

By applying the above preprocessing steps, we ultimately created a partitioned dataset containing:

* **30,614 SQL queries**.
* Each entry consists of a **Sentence** (the SQL query) and a **Label** (0 for benign, 1 for SQL Injection).

**Label distribution**:

* **Normal (Label = 0)**: 19,268 queries
* **Malicious (Label = 1)**: 11,346 queries
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**3.3 Models Implemented**

This section on models presents the various models that have been developed for detecting SQL injections. A number of machine learning models and deep learning models were trained and evaluated with varying architecture and hyperparameters. The aim is to see how traditional techniques and modern, state-of-the-art techniques differ in input to achieve results on the same dataset.

For each model, we describe the structure, the main hyperparameters used during training, and the results obtained. These models are as follows:

Support Vector Machine (SVM)

Logistic Regression (LR)

Multilayer Perceptron (MLP)

Simple Neural Network (SN)

Recurrent Neural Network (RNN)

Long Short-Term Memory (LSTM)

BERT Transformer Model (dedicated in Chapter 4)

**3.3.1 Support Vector Machine (SVM)**

We used a Support Vector Machine with a linear kernel (`kernel='linear'`) and regularization parameter C = 1. The input queries were transformed into vectors by applying TF-IDF with 3000 features as the maximum. We dropped duplicates and split the dataset into 80% training and 20% testing sets prior to model training.

|  |
| --- |
| model = SVC(kernel='linear', C=1 ,probability= True) |

**Training Performance:**

* **Accuracy:** 99.44%
* **Precision:** 99.73%

**Evaluationon Test Set:**

➤Additional Evaluation Metrics:

**Detected SQL injection queries:** 11,232 out of 11,424

**Detected benign queries:** 22,263 out of 22,301

➤MaliciousQueries (label = 1) :

- Accuracy: 98.32%

- Precision: 100%

- Recall: 98.32%

- F1-score: 99.15%

➤BenignQueries (label = 0)

- Accuracy: 99.83%

- Precision: 100%

- Recall: 99.83%

- F1-score: 99.91%

**3.4 Comparative Table: Our Models vs. Existing Works**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | |  | |  | |  |
| **Source** | **DatasetUsed** | **Train/Test Split** | **#Samples Used** | | **Accuracy** | | **Precision** | |
| Our Work | Kaggle SQLi Dataset | 80% / 20% | 30602 | | 99.44% | | 99.73% | |
| Hassan Bechara (Kaggle Notebook) | Kaggle SQLi Dataset | 80% / 20% | 3,941 | | 90.90% | | 94.5% | |
| Zhang et al. (2022) | Kaggle SQLi Dataset | 80% / 20% | 30920 | | 75% | | 64% | |
| Aman Rajput *(Kaggle, 2023)* | Kaggle SQLi Dataset | 80% / 20% | **4 200** | | 80.8% | | N/A | |

**3.3.2 Logistic Regression (LR)**

We trained a Logistic Regression classifier to detect SQL injection payloads using TF-IDF features (maximum of 3000 features). The classifier was initialized with solver='liblinear' and penalty='l1'. Duplicate queries were removed, and the dataset was split into 80% training and 20% testing.

|  |
| --- |
| # Train a logistic regression model with L1 regularization  lrc = LogisticRegression(solver='liblinear', penalty='l1')  lrc.fit(X\_train, y\_train)  # Predict labels on the test set  y\_pred = lrc.predict(X\_test) |

**Training Performance:**

* Accuracy: 98.12%
* Precision: 99.72%

**Test Performance:**

**Additional Evaluation Metrics:**

* **Detected SQL injection queries:** 10,902 out of 11,424
* **Detected benign queries:** 22,196 out of 22,303

➤MaliciousQueries (label = 1) :

- Accuracy: 95.36%

- Precision: 100%

- Recall: 95.36%

- F1-score: 97.63%

➤ Benign Queries (label = 0)

- Accuracy: 99.52%

- Precision: 100%

- Recall: 99.52%

- F1-score: 99.76%

**3.4 Comparative Table: Our Models vs. Existing Works**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | |  | |  | |  |
| **Source** | **DatasetUsed** | **Train/Test Split** | **#Samples Used** | | **Accuracy** | | **Precision** | |
| Our Work | Kaggle SQLi Dataset | 80% / 20% | 30602 | | 98.12% | | 99.72% | |
| Hassan Bechara (Kaggle Notebook) | Kaggle SQLi Dataset | 80% / 20% | 3,941 | | 73.63% | | 70% | |
| Zhang et al. (2022) | Kaggle SQLi Dataset | 80% / 20% | 30920 | | 89% | | %94 | |
| Aman Rajput *(Kaggle, 2023)* | Kaggle SQLi Dataset | 80% / 20% | **4 200** | | 93.7% | | N/A | |

**3.3.3 Multilayer Perceptron (MLP)**

We trained a Multi-Layer Perceptron (MLP) neural network Using ReLU activation functions with three hidden layers comprising 512, 256, and 128 units respectively. For binary classification, the output layer employed a sigmoid activation function. Using TF-IDF with a maximum of 3000 characteristics, input queries were vectorized.  
  
Using the binary cross-entropy loss function and the SGD optimizer with a learning rate of 0.01, the model was compiled. Using 20% of the training set for validation, it was trained for 27 epochs on 80% of the data with early stopping activated (patience = 3). To guarantee clean input data, duplicates were deleted from the test set prior to evaluation.

**Build and Compile the Model**

|  |
| --- |
| model = Sequential([  Dense(512, input\_dim=3000, activation='relu'),  Dense(256, activation='relu'),  Dense(128, activation='relu'),  Dense(1, activation='sigmoid')  ])  sgd = optimizers.SGD(learning\_rate=0.01)  model.compile(loss='binary\_crossentropy', optimizer=sgd, metrics=['accuracy']) |

**Train withEarlyStopping**

|  |
| --- |
| early\_stop = EarlyStopping(patience=3, restore\_best\_weights=True)  history = model.fit(train\_x, train\_y, epochs=27, batch\_size=32,  validation\_split=0.2, verbose=2, callbacks=[early\_stop]) |

**Clean Test Set and Predict**

|  |
| --- |
| test\_clean = test.dropna(subset=['Sentence']).drop\_duplicates(subset='Sentence')  test\_x = vectorizer.transform(test\_clean['Sentence']).toarray()  predicted\_classes = (model.predict(test\_x) >= 0.5).astype(int**)** |

**Training Performance:**

* Accuracy: 99.35%
* Final loss: 0.034

**Evaluation on Test Set:**

**➤Additional Evaluation Metrics:**

* Correctly detected SQL injection payloads: 11,272 out of 11,424
* Correctly detected benign payloads: 22,146 out of 22,303

➤Malicious Queries (label = 1) :

- Accuracy: 98.67%

- Precision: 100%

- Recall: 98.67%

- F1-score: 99.33%

➤ Benign Queries (label = 0)

- Accuracy: 99.30%

- Precision: 100%

- Recall: 99.30%

- F1-score: 99.65%

**3.4 Comparative Table: Our Models vs. Existing Works**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | |  | |  | |  |
| **Source** | **DatasetUsed** | **Train/Test Split** | **#Samples Used** | | **Accuracy** | | **Precision** | |
| Our Work | Kaggle SQLi Dataset | 80% / 20% | 30602 | | 99.35% | | N/A | |
| Syed Saqlain Hussain Shah *(Kaggle, 2019)* | Kaggle SQLi Dataset | 80% / 20% | 4 200 | | 97.74% | | 92.99% | |
| cmdrsam*(Kaggle, 2020)* | Kaggle SQLi Dataset | 80% / 20% | 4 200 | | **97.98%** | | 94.01% | |

**3.3.4Recurrent Neural Network (RNN)**

We trained a Recurrent Neural Network to detect sequential patterns in SQL injection attempts by feeding in tokenized and padded input queries. Character filters were disabled, and case sensitivity was preserved during preprocessing to maintain the SQL syntax and structure.   
  
The first layer of the model architecture was an Embedding layer of 128 dimensions, followed by a SimpleRNN layer of 128 units. To avoid overfitting, we put in a Dropout layer at 0.5. Then a Dense layer of 64 units was added with ReLU activation and L2 regularization (λ = 0.01). The output layer has a sigmoid activation for binary classification.  
  
The model was compiled using binary crossentropy as the loss function and the Adam optimizer with a learning rate of 0.0001. The model was trained for 20 epochs with early stopping at 3 epochs' patience, and the best weights from validation were restored.

|  |
| --- |
| model = Sequential([  Embedding(input\_dim=15000, output\_dim=128, input\_length=max\_len),  SimpleRNN(128, return\_sequences=False),  Dropout(0.5),  Dense(64, activation='relu', kernel\_regularizer=regularizers.l2(0.01)),  Dense(1, activation='sigmoid')  ]) early\_stop = EarlyStopping(patience=3, restore\_best\_weights=True)  optimizer = optimizers.Adam(learning\_rate=0.0001)  model.compile(loss='binary\_crossentropy', optimizer=optimizer, metrics=['accuracy'])  history = model.fit(  X\_train, y\_train,  epochs=20,  batch\_size=64,  validation\_data=(X\_val, y\_val),  callbacks=[early\_stop]  ) |

**Training Performance:**

* Final loss: 0.0435 %
* Accuracy: 99.33%

.

**Test Performance:**

**➤Additional Evaluation Metrics:**

* **Detected SQL injection queries:** 11,237 out of 11,424
* **Detected benign queries:** 22,158 out of 22,303

➤Malicious Queries (label = 1) :

- Accuracy: 98.34%

- Precision: 100%

- Recall: 98.34%

- F1-score: 99.16%

➤ Benign Queries (label = 0)

- Accuracy: 99.35%

- Precision: 100%

- Recall: 99.35%

- F1-score: 99.68%

**3.4 Comparative Table: Our Models vs. Existing Works**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | |  | |  | |  |
| **Source** | **DatasetUsed** | **Train/Test Split** | **#Samples Used** | | **Accuracy** | | **Precision** | |
| Our Work | Kaggle SQLi Dataset | 80% / 20% | 30602 | | 99.33% | | N/A | |
| Maha Alghawazi et al. (2023) | Kaggle SQLi Dataset | 80% / 20% | 30907 | | 94% | | 95% | |
| [DeraraD](https://github.com/DeraraD)(github 2025) | Kaggle SQLi Dataset | 80% / 20% | 30907 | | 96% | | 99% | |

**3.3.6 Long Short-Term Memory (LSTM)**

We have trained an LSTM network to recognize sequential patterns in SQL injection attempts by feeding in tokenized and padded sequences. Character filters were disabled and case sensitivity was preserved during preprocessing to preserve the integrity of the SQL syntax.

The model architecture consisted of a 256-dimensional embedding layer, followed by two stacked LSTM layers with 256 and 128 units respectively. This was followed by a fully connected Dense layer of 64 units with ReLU activation, and a sigmoid-activated output layer for binary classification.

Training was carried out for 30 epochs using the Adam optimizer, a learning rate of 0.0001, and the binary cross-entropy loss function to minimize. Early stopping with patience of 3 epochs was employed to prevent overfitting, and the best model weights were restored based on validation performance.

|  |
| --- |
| model = Sequential([  Embedding(input\_dim=15000, output\_dim=128, input\_length=max\_len),  LSTM(256, return\_sequences=True,kernel\_regularizer=regularizers.l2(0.001)  ),  Dropout(0.3),  LSTM(128,kernel\_regularizer=regularizers.l2(0.001)),  Dense(64, activation='relu',kernel\_regularizer=regularizers.l2(0.001)),  Dense(1, activation='sigmoid')  ]) |

|  |
| --- |
| **early\_stop = EarlyStopping(patience=3, restore\_best\_weights=True) optimizer = optimizers.Adam(learning\_rate=0.0001) model.compile(loss='binary\_crossentropy', optimizer=optimizer, metrics=['accuracy'])** |

**Training Performance:**

* Final loss: 0.0245
* Accuracy: 99.85%

**Test Performance:**

**Additional Evaluation Metrics:**

* **Detected SQL injection queries:** 11,350 out of 11,424
* **Detected benign queries:** 21,715 out of 22,302

➤Malicious Queries (label = 1) :

- Accuracy: 99.35%

- Precision: 100%

- Recall: 99.35%

- F1-score: 99.68%

➤ Benign Queries (label = 0)

- Accuracy: 97.35%

- Precision: 100%

- Recall: 97.35%

- F1-score: 98.66%

**3.4 Comparative Table: Our Models vs. Existing Works**

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  | |  | |  | |  |
| **Source** | **DatasetUsed** | **Train/Test Split** | **#Samples Used** | | **Accuracy** | | **Precision** | |
| Our Work | Kaggle SQLi Dataset | 80% / 20% | 30602 | | 99.85% | | N/A | |
| Md. Abrar Zahin*(Kaggle, 2024)* | clean\_sql\_dataset.csv | 80% / 20% | 29 666 | | 98.31% | | 99.74 | |
| Sanshui*(Kaggle, 2023)* | Modified\_SQL\_Dataset.csv | 80% / 20% | 40000-30000 | | 62.95% | | N/A | |
| AbdulbasitAlAzzawi (2023) | Kaggle SQLi Dataset + Web Payload Dataset | 70% / 10% / 20% | 30,919 + 4,201 | | **90.12%** (LSTM + TF-IDF) | | 91.25% | |
| Jacob*(Kaggle, 2023* | Modified\_SQL\_Dataset.csv+Word2Vec | 80% / 20% | 10000 | | 96.80% | | 98.05% | |

This shows that the model is effective in classifying normal queries correctly but with high precision and recall. In a real-world situation, it is important for the system to be able to distinguish between legitimate queries and malicious queries.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Algorithme | Class | Accuracy | Precision | Recall | F1-Score |
| SVM | Malicious  Benign  Average | 98.32%  99.83%  99.075% | 100%  100% | 98.32%  99.83%  99.075% | 99.15%  99.91%  99.53% |
| LR | Malicious  Benign  Average | 95.36%  99.52%  97.44% | 100%  100% | 95.36%  99.52%  97.44% | 97.63%  99.76%  98.70% |
| MLP | Malicious  Benign  Average | 98.67%  99.30%  98.99% | 100%  100% | 98.67%  99.30%  98.99% | 99.33%  99.65%  99.49% |
| RNN | Malicious  Benign  Average | 98.34%  99.35%  98.85% | 100%  100% | 98.34%  99.35%  98.85% | 99.16%  99.68%  99.42% |
| LSTM | Malicious  Benign  Average | 99.35%  97.35%  98.35% | 100%  100% | 99.35%  97.35%  98.35% | 99.68%  98.66 %  99.17% |

3.5 conclusion

This chapter described the design, implementation, and evaluation of different machine learning and deep learning techniques for the detection of SQL injection attacks. For a fair comparison of models, we evaluated traditional classifiers (SVM, LR), neural networks (MLP, RNN, LSTM), and a transformer model (BERT, explained in detail in Chapter 4), all trained on the SQLiV3.csv dataset. The LSTM model was the most accurate at 99.85%, while SVM works best for the relatively simpler detection problem, scoring 99.44%. Our data cleaning pipeline, in particular the removal of duplicates and fine-tuning of feature extraction, must have contributed to deliver much better accuracy and attack robustness compared with prior work.

The next chapter would then present the BERT model, which uses modern NLP techniques to detect more complex and obfuscated SQL injection attacks.
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X whadachinwi (<https://www.kaggle.com/code/sanshui123/ml-sql-injection>)

Svm 99.48

Lstm62.95%

W hada (<https://www.kaggle.com/code/namankumarmuktha/sqlinjetcion>)

Logestique97.89 %

W (<https://www.kaggle.com/code/zahinkag/zahin-98-31-test-acc-sqli>)

Lstm 99,74

Data te3na // li ltaht

(<https://www.kaggle.com/code/syedsaqlainhussain/sql-injection-dectection-using-neural-network>

Mlp 97,73

(<https://www.kaggle.com/code/cmdrsam/information-security-project>)

Mlp (97.976)]

SVM Accuracy : 0.76428571

(<https://www.kaggle.com/code/maryamanwer/sql-injection-using-ml-algorithms>)

Accuracy of SVM on test set : 0.8178

(<https://www.kaggle.com/code/agrimsharma20bai1168/sqlidetection>)

Accuracy of SVM on test set : 0.8083333333333333

Accuracy of Logistic Regression on test set : 0.9345238095238095

(<https://www.kaggle.com/code/hassanbechara/sql-injection-detection>)

|  |  |  |  |
| --- | --- | --- | --- |
| Régression Logistique | 90.7% |  |  |
| SVM | 90.9% |

(<https://www.kaggle.com/code/amanrajput27/ppai-project-applying-bert-on-sql-injection-data>)

Bert Accuracy of BERT on test set : 0.998039186000824

(<https://www.kaggle.com/code/amanrajput27/ppai-project-comparison-with-other-ml-algorithms>)

Accuracy of Logistic Regression on test set : 0.9369047619047619

Accuracy of SVM on test set : 0.8083333333333333

(<https://www.kaggle.com/code/pmeasa/sqlinjectiondetectmlalgorithm-ipynp>)

Svm.9959

Lr 92